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ABSTRACT: Flap endonucleases (FENs) are nucleic acid hydrolyzing enzymes
in charge of excising 5′-small DNA and RNA fragments (flaps) protruding from
nucleic acid structures during the lagging strand DNA replication or the long-
patch base excision repair (LP-BER) processes. In this work we report, for the
first time, an atomistic and energetic rendering of the enzymatic catalysis
promoted by the human FEN1. After reconstruction of a reactive hFEN/double
strand (ds) DNA adduct we employed mixed quantum-classical (QM/MM)
metadynamics and umbrella sampling free energy calculations, with the QM part
treated with the AM1/d-PhoT Hamiltonian, to perform an extensive character-
ization of all possible reaction pathways underlying the enzymatic cycle. Our
extensive investigation points to a most likely reaction pathway very similar to
that recently proposed for ribonuclease H, in which the rate-determining step is
the nucleophilic attack of a water to the scissile phosphate, which occurs
concomitantly with its activation by the pro-Rp oxygen of the nucleobase flanking
the scissile phosphate. This step requires a free energy barrier in good agreement with experimental data (ΔG⧧

exp = 16.1 kcal/mol
vs ΔF⧧calc = 16 ± 2 kcal/mol). Due to the important role of FENs in maintaining nucleic acid fidelity and cell proliferation, a
detailed understanding of its enzymatic mechanism has broad interest to elucidate a key enzymatic biological process for
preserving genome integrity and has implications for medical and biotechnological applications.
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■ INTRODUCTION

All cells have genomes encoded in double-stranded (ds) DNA,
which hence needs accurate replication and repair. Flap
endonucleases 1 (FEN1) are metal-dependent and structure-
specific nucleic acid hydrolyzing enzymes. These specifically
cleave one of the two P−O phosphodiester bonds of the 5′-
flaps (single stranded protrusions) of DNA and RNA, resulting
in flap removal, regardless of the nucleic acid sequence.
DNA polymerase can form flaps during the DNA replication

of the lagging strand. This latter is composed by RNA-primed
discontinuous fragments (Okazaki fragments), later joining to
form the novel DNA filament. Remarkably, DNA replication in
humans generates 50 million Okazaki primers at each cell cycle.
Since each primer has to be removed to form the novel DNA
strand, FEN1 must be an extremely efficient enzyme, speeding
the catalytic rate of phosphate hydrolysis up to 1017 times.1,2

Similarly, during long-patch base excision repair (LP-BER),
single-strand gaps in dsDNA molecules, originating from the
excision of damaged bases, are repaired by adding 2−10 newly
synthesized nucleotides. In this process a small flap, protruding
from the DNA structure, is formed and has to be cleaved by
FEN1 before ligation of the repaired strand can take place.3

Importantly, for replication and repair, FENs must ensure
that incision takes place efficiently and specifically at the correct
location in order to produce connectable nucleic acid
fragments. Failure to precisely remove the primers creates
gaps or overlaps, impairing cell division and the maintenance of
genome fidelity.1

Consistent with its important role in DNA replication and
repair, FEN1 is overexpressed in all proliferative tissues so that
high levels of FEN1 are believed to support cancer cell
hyperproliferation.3 Hence, FEN1 inhibitors have been
proposed as molecules with potential chemotherapeutic
activity.4−7

In addition to flaps, other aberrant DNA structures require
the action of structure-specific nuclease enzymes, which belong
to a conserved FEN1 5′-superfamily.1,8,9 It is therefore a
challenge to understand how sequence-related proteins are
capable of recognizing structurally diverse aberrant DNA
structures. Concerning FEN1, a detailed understanding of its
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DNA recognition process and its the nucleotide excision
reaction catalysis has been so far limited by a lack of structural
information. Recently, Tsutakawa et al.10 reported three-
dimensional structures of human FEN1 (hFEN1) complexed
with DNA for both the reactant and the products (PDB codes
3Q8L and 3Q8K, respectively), enabling key advancements in
the comprehension of the biological mechanism of this
enzyme.1,10 This structure revealed that the catalytic site
selectively recognizes the 5′-flaps thanks to a so-called “bind−
push−pull−unpair” mechanism.8,10,11

Once the 5-flap enters into the catalytic site, the hydrolytic
reaction is promoted by two Mg2+ ions (Figure 1). According

to experimental and computational studies,2,12−15 the cleavage
of the phosphodiester bond is believed to occur via a general
acid−base catalysis where the nucleophile is activated by a basic
group. The reaction then proceeds as an SN2 nucleophilic
substitution in three steps: (1) nucleophile attack, (2)
formation of a putative pentavalent negatively charged
intermediate (phosphorane), and (3) cleavage of the scissile
bond (Figure 2).16

As in other nuclease enzymes, the presence of two Mg2+ ions
in the catalytic site appears to be mandatory for the enzymatic
activity of hFEN1.12 In the past decade, quantum mechanics−
molecular mechanics (QM/MM)17 MD simulations have
become established valuable tools to study enzymatic
reactions,18−33 including those involved in the formation and
cleavage of nucleic acid filaments.13,14,34−41 Here, we have
employed this method to characterize the structure of the
hFEN1/DNA adduct in the presence of catalytically active
Mg2+ ions, which were replaced by Sm3+ ions in the crystals,
and to elucidate its enzymatic reaction mechanism. To this aim

we performed both force-field and QM/MM MD simulations,
where the QM part of the system was treated at the AM1/d-
PhoT level of theory,42,43 along with metadynamics
(MTD)44−46 and umbrella sampling (US) simulations to
gather a picture of the free energy landscape underlying the
enzymatic process.47−49

The choice of a semiempirical approach for the QM part is
due to the lack of accurate structural information on the
reactive FEN1/dsDNA adduct in the presence of Mg2+ ions. In
fact, our experience in performing QM/MM MD simulations in
different biological systems29,33,50,51 teaches us that it is very
challenging to study a chemical reaction in a biosystem when,
as in the present case, accurate structural information about the
reactive adduct is lacking. Thus, a semiempirical Hamiltonian,
properly tuned for this kind of enzymatic reaction,43 is
preferable in this case as its moderate computational cost
allows (i) performing a long sampling of the starting adduct,
resulting in a good relaxation of the active site, (ii) investigating
a plethora of possible reaction routes, and (iii) considering very
large QM regions. Here, in fact, we performed a total of ∼1 ns
of QM/MM MD simulations, which would be barely affordable
with density functional theory (DFT) based methods and
would certainly be too risky to be carried out at a more accurate
level of theory in the absence of an accurate starting structure.
Despite the limitations in accuracy of the theoretical

approach, our results suggest that the most likely reaction
path of the enzymatic cycle involves nucleophilic attack on the
scissile phosphate carried out by a P−OproRp oxygen activated
water (the rate-determining step), followed by the formation of
a stable phosphorane intermediate and by the protonation of
the O3′ leaving group promoted by a protonated Asp86. This
mechanism is fully consistent with that recently proposed by
Rosta et al.14 for RNase H enzymes, pointing for the first time
to common mechanistic features between these two families of
endonuclease enzymes.

■ METHODS

Model Building and Force Field Parameters for
Classical MD Simulations. The starting structure of our
simulation was that of hFEN1 in complex dsDNA substrate
(PDB code 3Q8L).10 We replaced the two Sm3+ ions, present
in the crystal structure,10 with Mg2+ ions, as hFEN1 is a Mg2+-
dependent enzyme. The sulfate bridging the two Sm3+ ions was
deleted, while the K+ ion, potentially having a structural role in
stabilizing the binding of the substrate,10 was retained. Since in
the X-ray structure of the hFEN1/substrate complex the scissile
phosphate is located ∼7 Å away from the metal ions, we
constructed a reactive adduct on the basis of the structural
information on the enzyme−product complex (PDB code
3Q8K10), in which the scissile phosphate of the product is
placed between the two Sm3+ ions.

Figure 1. Molecular model of the hFEN1/DNA precatalytic adduct as
a result of our MD simulations. The scissile nucleotide is depicted in
orange van der Waals spheres (vdW), and the two magnesium ions are
shown as magenta vdW spheres.

Figure 2. General reaction mechanism of nuclease enzymes: (a) reactant; (b) phosphorane intermediate; (c) product.
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The force-field (FF) parameters were assigned according to
Amber-ff10,52,53 using the leap module of Amber12.54 During
FF-based MD simulations the two Mg2+ ions were described
using the dummy cation model developed by Wharshel and co-
workers55 that has been proven to well describe complexes
involving nucleic acids.35,56

The complex was inserted in a TIP3P water box with a

minimum distance of 12 Å from the nearest atom of the

protein−DNA complex, and its overall charge was neutralized

by adding 36 or 35 Na+ ions, depending on the protonation

state of the active site residues considered in the simulation. For

Figure 3. Scheme of the reaction mechanisms investigated in this study: (a) reaction path A; (b) reaction path B; (c) reaction path C. In the last two
cases the enzymatic cycle ends as in step IIa.
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those ions we used the parameters of Cheatham and co-
workers.57,58

In order to obtain a reactive enzyme/substrate adduct, the
system was first minimized and equilibrated using some
distance restraints based on the enzyme/product complex
(PDB code 3Q8K). These restraints were removed after 5 ns,
and the entire system was simulated in an NPT ensemble
(pressure 1 atm; temperature 298.5 K) for 50 ns, with a time
step of 1.5 fs, using the PMEMD code in its GPU accelerated
version.59,60 The pressure and the temperature were regulated
using the Berendsen pressure and temperature coupling
algorithms.61 The nonbonded interactions were evaluated
using a cutoff of 10 Å, whereas long-range electrostatic
interactions were assessed using the particle mesh Ewald
method.62

QM/MM MD. Model Systems. All QM/MM MD
simulations were run using the sander code available in the
Amber1254 package. The MM part of the system was described
using Amber-ff1052,53 as in MM calculations. The QM part,
formed by the two nucleotides flanking the scissile phosphate
(i.e Thymine1 and Thymine2, T1 and T2), the residues
coordinating the Mg2+ ions (Asp86, Glu158, Glu160, Asp179,
Asp181, and Asp233), and a water molecule (WatR), identified
during FF-MD simulation as potentially involved in the
enzymatic reaction, was described using the AM1/d-PhoT
Hamiltonian,43 while the two Mg2+ ions were described with
the AM1/d model.42 The QM region was saturated with
capping H atoms. The QM part comprised 145 atoms; the
remaining MM part was composed of 67000 atoms. In some
steps the QM region was enlarged. In particular, Guanine3
(G3) was included in the QM part of the system only in the
simulations of step Ia (the nucleophilic water deprotonation;
Figures 3 and 4), while we included in the QM region a
protonated Asp86 or Lys93 for the protonation of the leaving
group (steps IIa, IId, and IIe; Figures 3 and 4).
Notably, Crehuet and co-workers reported good perform-

ances for the AM1/d-PhoT Hamiltonian in describing a
pentacoordinated phosphorus also in comparison with DFT
calculations.63 Moreover, this level of theory has been
successfully used in the study of enzymatic reactions promoting
the formation and the cleavage of bonds in nucleic acids, such
as those investigated here,64−66 and in other biological
systems.64,67−69 Despite this, it is certainly true that the
accuracy of this semiempirical approach strongly depends on
the system investigated.31,70

The last frame of the FF-MD simulations was considered as a
starting point for QM/MM MD. The whole system was
simulated in the NVT ensemble, and the temperature was
regulated using a Langevin thermostat.71 For this reason all
subsequent energetic values are reported as Helmholtz free
energies. The nonbonded interactions were calculated consid-
ering a cutoff of 10 Å. Initially, the system was slowly heated
using a time step of 0.5 fs for 36 ps. Then, considering the lack
of an experimentally solved Michaelis complex, the system was
simulated for an additional 100 ps with the aim of obtaining a
well-equilibrated starting structure for the reactivity studies. In
this latter simulation a larger time step (2 fs) was used for the
force integration; consequently, the QM part of the system was
constrained using the SHAKE algorithm.72 Short- and long-
range electrostatic interactions were estimated as in FF-
MD.62,73

QM/MM Metadynamics. Since the first step of phospho-
diester hydrolysis has been subject of debate in previous

computational studies,13,14 we have investigated this step (Ia
and Ib, Figure 3) using metadyamics (MTD) simulations.
MTD is a computational technique, first introduced by Laio
and Parrinello,46 aimed at accelerating rare events. This method
has been successfully applied to study chemical reactivity in
several biological systems.18,28,45,74−77 Hence, two collective
variables (CVs) have been selected: CV1, the difference in the
distance between one of the WatR hydrogen atoms and the
nearest oxygen of the T2 phosphate group (pro-RpO@T2)
group and the distance between the abstracted hydrogen atom
of WatR and the O@WatR, and CV2, the difference between
the O@WatR−P@T1 distance and the O3′−P@T1 distance
(graphical representations of all CVs used in MTD and US
simulations are reported in the Figures S1−S6 in the
Supporting Information). The simultaneous use of the two
CVs in MTD simulations was chosen to understand their

Figure 4. Scheme of alternative reaction paths involving Lys93: (a)
reaction path D (only steps II and III have been investigated); (b)
reaction path E (step Ie is not shown, as it is identical with step Ic).
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interdependence, as according to Rosta et al. these two CVs are
correlated.13

In a second attempt (step Ib, Figure 3b) we also considered
the mechanism proposed by De Vivo et al.13 To this aim we
used as reaction coordinates the difference in the distance
between the OP1@T2 and the H1@WatR and the distance
between H1@WatR and O@WatR (CV3) as well as the
distance between O@WatR and P@T2 (CV4) (Figure S2 in
the Supporting Information).
Repulsive Gaussian potentials with a height of 0.70−0.50

kcal/mol and a width of 0.15 Å were placed in the CV space
every 15 fs. In order to increase the computational efficiency of
the calculations, we used MTD in its multiple walker
formulation.78 During this type of calculation more replicas of
the system (six to eight in this case) are simultaneously run and
at a predefined time interval information about bias is
exchanged. Consequently, the time necessary to explore the
CV space is proportionally reduced with respect to number of
replicas. During our simulation we extended the calculations
until reaction was observed in a reasonable number of replicas
(two to three). MTD was employed to define the model
reaction path with the minimum activation free energy
approach; consistently no energetic data on the reaction free
energy derived from MTD simulations are given. In short, the
activation free energy barriers (ΔF⧧) were estimated following
the recipe suggested in ref 44 and successfully applied in other
cases.75,79 ΔF⧧ was measured by considering the bias added just
after the system exit from the stable minimum corresponding to
the reactant state. We performed three independent MTD
simulations with initial velocities randomly assigned from a
Maxwell−Boltzmann distribution at 298.5 K. Finally, the
reported ΔF⧧ was the average over the three simulations and
its standard deviation was taken as a measure of the accuracy of
the barriers. MTD simulations were run using Amber12
patched with the PLUMED 1.3 code.80 The total length of
each MTD simulation was ∼10 ps/replica for the step I−II
(total simulation time 60 ps) and 18 ps/replica for the
alternative mechanism proposed by De Vivo et al.13 (total
simulation time 144 ps).
QM/MM Umbrella Sampling. In order to obtain an accurate

estimate of reaction free energy profile (FEP), when the
reaction path could be described by only one CV, we
performed umbrella sampling (US) calculations on the paths
hypothesized in previous computational studies.13,14

A frame from QM/MM MTD simulations in which the
phosphorane intermediate was formed was used as the starting
structure for QM/MM US simulations of step II (Figures 3 and
4). Instead, a representative frame of product taken from the
last window of the US simulations was the starting structure of
the following steps. All US simulations were run using Amber12
patched with the PLUMED 1.3 code.80

We studied 8 reaction steps with US performing a total of 75
restrained QM/MM MD simulations (total simulation time
329 ps). The data from US calculations were elaborated using
the weighted histogram analysis method as implemented in the
program of Grossfield (http://membrane.urmc.rochester.edu/
content/wham).81 The statistical uncertainties of the PMF
profile were estimated using Monte Carlo bootstrap error
analysis. Additional details about calculations for the single
reaction steps are available as Supporting Information.
Interatomic distances monitored during simulations analysis,
root-mean-square deviation (RMSD), values and the images

reported in this work were elaborated using VMD82 or Pymol
software (www.pymol.org).

Preactivation of the Nucleophilic Water. We have also
considered a path involving a preactivation of the nucleophilic
water. In order to calculate the energy gain of the binding of an
OH− in the vicinity of the active site or to the metal ion, we
performed AM1/d-PhoT and DFT/B3LYP83−85 calculations
on reduced model systems of the active site comprising the two
Mg2+ ions, the side chains of Asp86, Glu158, Glu160, Asp179,
and Asp181, the backbone of Thymines 1 and 2, a water
molecule, and/or an hydroxide ion.
DFT calculations have been performed with the Gaussian09

code86 using a 6-31G(d,p) basis set. Calculations on reduced
models were done using implicit solvent. Generalized-Born87

was used in AM1/d-PhoT calculations and PCM88 in DFT
calculations. The binding energy (ΔEbind) was calculated as
EenzOH/H2O − Eenz − EOH/H2O, where the first is the total energy
of the enzyme with hydroxyl group/water bound to Mg2+, the
second is the energy of the enzyme without hydroxyl/water
ligand, and the third is the energy of the OH−/water. The water
substitution energy ΔEsob is reported as ΔEbindWAT − ΔEbindOH.
The binding energy has been corrected by the free energy cost
of water dissociation (20.1 kcal/mol), and we have considered
the experimental free energy barrier ΔG⧧ of water dissociation
(23.9 kcal/mol).89 Finally we corrected the ΔG value of the
OH/water exchange reaction by the entropy cost of binding
confining an OH− ion from the bulk to a restricted volume of
1−3 water molecules following the formula

Δ = − ΔS K T C Vlntr b 0

where C0 is the standard concentration (for [OH−] = 1 × 10−7

M) and ΔV is the variation of the volume (here the volume of
one to three waters).90,91

■ RESULTS AND DISCUSSION

Model Building and Equilibration. We initially per-
formed 50 ns of classical MD of the potentially reactive
hFEN1/DNA adduct. The time evolution of the system was
monitored to check both the stability of the structure and to
identify the water molecules potentially involved in the
enzymatic reaction. The global structure of the complex was
well conserved during the whole simulation; actually, the
RMSD calculated on Cα atoms of the protein and on the P
atoms of the DNA was 2.1 ± 0.3 Å. A visual inspection of the
trajectory revealed that one water molecule (WatR) completed
the MgA coordination shell (Figure 5). In particular, although
this molecule at times exchanges with other bulk water
molecules, one water always replaces this position, maintaining
a proper geometry to carry out the nucleophile attack on the P
atom of the scissile phosphate (i.e., the distance between O@
WatR and P@T1 is ∼3.5 Å, in line with the values previously
measured in other hydrolytic enzymes).14,21,25,92,93

Consistent with mutagenesis studies,10 the Michaelis
complex stability is reinforced by interactions with Lys93 and
Arg100, which act as electrostatic clamps. After preliminary FF-
MD simulations we equilibrated the system via QM/MM MD.
Our simulation revealed that both MgA and MgB coordination
distances (Table S1 in the Supporting Information) were in line
with the structural parameters observed for this type of
biological system.35 Interestingly, also during QM/MM MD
equilibration, WatR conserves a good orientation to carry out
the nucleophile attack on the scissile phosphate, always
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coordinating MgA (the O@WatR−MgA average distance was
2.34 ± 0.07 Å, while the distance between P@T1 and O@
WatR was 3.62 ± 0.15 Å (Figure 5)). WatR H-bonds to the
proRp-O atom of the phosphate group belonging to the
flanking nucleobase T2 (O1@T2). In the QM/MM MD the
MgA−MgB distance relaxed to 3.78 ± 0.11 Å, consistent with a
catalytically active bimetallic site.35,94

Investigation of Reaction Mechanism by QM/MM MD.
Simulations of Step I. A consensus view in the scientific
literature establishes that enzymatic phosphate hydrolysis
proceeds as an SN2-like nucleophilic attack on the scissile
phosphate performed by an hydroxide ion, which is typically
formed upon water activation.13,14,95 Analyzing the initial
interactions of WatR and according to the mechanism

proposed by Rosta et al. for RNase H,14 the more promising
candidate to activate WatR is O1P@T2 (Figure 3).
Since Rosta et al. suggested that phosphate hydrolysis is

initiated by the simultaneous attack of the water and its
deprotonation, we performed MTD (CV1 and CV2; Figure S1
in the Supporting Information) simulations of step Ia (Figure
3). This revealed an overall ΔF⧧TSIa value of 16 ± 2 kcal/mol
for both the deprotonation and nucleophilic attack (Figure 6
and Figure S7 in the Supporting Information), in good
agreement with an experimental ΔG⧧ value of 16.1 kcal/mol
measured for the rate-determining step.10

In two out of the three MTD simulations the nucleophile
attack partially occurs with formation of a metastable state
(Min2) (Figure 6 and Figure S7 in the Supporting
Information), which is followed by the proton transfer,
consistent with what was observed by Rosta et al.14 Notably
during MTD simulations the minimum corresponding to the
product state was not exhaustively sampled; hence, the ΔF
value between 1 and 2 cannot be estimated accurately by MTD
simulations. We have therefore calculated this to be −28.4 ±
0.2 kcal/mol by US simulations.
We also verified by MTD simulations (CV3 and CV4; Figure

S2 in the Supporting Information) the mechanism proposed by
DeVivo et al.,13 in which WatR is activated by the apical oxygen
of the scissile phosphate (Figure 3b). However, these
simulations resulted in higher free energy barriers, ΔF⧧TSIb ≈
33 ± 2.6 kcal/mol (Figure 7 and Figure S8 in the Supporting
Information), with respect to that estimated for TSIa.
For the sake of completeness we have also investigated the

case in which the nucleophilic attack is carried out by a
preactivated nucleophile. Water can be activated by a proteic/
nucleic acid moiety or by a hydroxide coming from the bulk
(deprotonation paths A (DPA) and B (DPB), respectively), or

Figure 5. QM/MM equilibrated structure of the hFEN/DNA adduct.
Nonpolar hydrogens are omitted for clarity. The Mg ions are shown as
VdW spheres and the other atoms as sticks; the nucleophilic water is
displayed as thick sticks.

Figure 6. Three-dimensional free energy surface resulting from one of three independent MTDs for step Ia. The structural features of Min1, Min2,
and TSIa are shown.
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a hydroxide coming from the bulk can coordinate the metal ion
in an active site of an enzyme (DPC).91

We have calculated DPA in which the nucleophilic water is
activated by OP1@T1. Since this involves a single CV (CV1 in
Figure S1 in the Supporting Information), we have done US
calculations. This activation requires a ΔF⧧TSIc (DPA) value of
13.7 ± 0.8 kcal/mol (Figure S9 in the Supporting Information)
and is exothermic by ΔFIc(DPA) = −10.3 ± 0.2 kcal/mol.
Concerning the two other possible deprotonation paths, we

initially built a system with a OH− in the vicinity of the
nucleophilic water as proposed in ref 91. The binding of OH−

close to the nucleophilic water either deprotonated the
nucleophilic water spontaneously or the OH− replaced the
nucleophilic water, both in barrierless processes, with either
QM/MM MD or DFT calculations of active site models.
Hence, the binding of OH− in the vicinity of the active site is
not a stable state, and DPB and DPC both converge to a unique
path. At physiological pH a number of hydroxide ions in
solution are present at a low concentration of 10−7 mol/dm3;
hence, the translational entropy lost in the confinement of the
ion from its volume in bulk solution to a volume of restricted
around the active site (one to three water molecules) is known
to range between 11.9 and 11.3 kcal/mol.90,91 Moreover, we
should consider the ΔG value of water dissociation in
solution.89 We calculated the energy gain in binding OH− to
the Mg2+ by either AM1/d-PhoT MD or DFT/B3LYP83−85

calculations using reduced model systems of the active site in
implicit solvent. The binding energy of OH− is −66.5 (AM1)
and −56.5 kcal/mol (DFT), while the binding of water is
exothermic by −17.1 (AM1) and −12.3 kcal/mol (DFT).
Thus, considering the entropic cost for the confinement of the

ion (12.4 kcal/mol) and the free energy cost of water
deprotonation (20.1 kcal/mol)89 the overall energy gain in
replacing the nucleophilic water by an OH− is −17.3 (AM1)
and −12.1 kcal/mol (DFT). However, this path will be
kinetically controlled by the free energy cost of water
dissociation (ΔG⧧

exp = 23.9 kcal/mol).89 Hence, we explored
step IIc (Figure 3c) by US calculations (CV5; Figure S3 in the
Supporting Information) considering a preactivated OH− ion
instead of WatR as nucleophilic agent. This reaction step was
exothermic (ΔF = −18.1 ± 0.1 kcal/mol) with a ΔFTSIIc⧧ value
of 7.4 ± 0.2 kcal/mol (Figure S10 in the Supporting
Information), which is in line with the free energy barriers
calculated at the DFT level of theory by DeVivo et al. for the
reaction step occurring with RNase H.12

Simulations of Step II. The remaining possible paths
completing the enzymatic cycle (Figures 3 and 4) were
investigated by performing US calculations along one selected
CV. The formation of a phosphoranic intermediate (2a) during
enzymatic phosphate hydrolysis has been highly debated in the
literature.13,14,39 Its stability was demonstrated for trans-
esterification reactions of RNA filaments,41,64,96,97 but only
metastable structures have been observed in DFT calculations
where the hydrolysis is performed by water or hydroxide
nucleophilic agent.13 Thus, we carefully analyzed the structural
stability of this compound.
Rosta et al. demonstrated that a protonated aspartate residue

may protonate the O3′ atom of the scissile phosphodiester
bond during RNAase H catalysis.14 A structural comparison of
FEN1 and RNaseH catalytic sites pinpoints Asp86 as
potentially involved in the reaction of FEN1. Thus, we checked
the stability of the Michaelis adduct in the presence of a

Figure 7. Three-dimensional free energy surface resulting from one of three independent MTD simulations for step Ib. The structural features of 1
and TSIb are shown.
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protonated Asp86. However, classical MD simulation resulted
in a catalytically incompetent state. This probably depends on
the transient nature of the protonated Asp86, which may simply
act as a proton shuttle. Then, this residue was considered as
protonated only for step IIa (Figure 3a), as it has been
demonstrated in previous studies that the protonation state of
this aspartate does not affect the free energy barrier of the first
step.14

The phosphorane intermediate was also stable in the
presence of a protonated Asp86 for 60 ps of unbiased QM/
MM MD. Hence, we investigated the formation of product
promoted by a proton transfer from Asp86 to the leaving O3′@
T1 (IIa, Figures 3 and 8). The selected CV (CV4; Figure S4 in
the Supporting Information) was in this case the distance
between Asp86@OδH and O3′@T1. US calculations pinpoint
a low ΔF⧧TSIIa value of 7.4 ± 0.3 kcal/mol (Figure S11 in the
Supporting Information). This second reaction step was highly
exothermic (ΔF ≈ −29 kcal/mol). Both the stability of the
phosphorane intermediate and the high exothermicity calcu-
lated for this reaction could be due to the level of theory
considered. In fact, benchmark calculations showed that the
AM1/d-PhoT Hamiltonian slightly overestimates reaction free
energies in this type of reaction.43

Alternative Catalytic Pathways. Aware of the importance
of the catalytic site protonation state for enzymatic
reactions21,25,92,98 and of the influence of the protein
environment on pKa values of ionizable residues,99 we have
also considered other catalytic mechanisms operative with less
common protonation states of the active site residues.
Mutagenesis studies10,100,101 highlighted that Lys93 and

Arg100 are essential for the hFEN1 enzymatic activity and/or
for substrate recognition; in particular Qiu at al.100 reported
that R100A and K93A mutations do not influence or only
moderately influence hFEN1 affinity for the substrate, while
both mutations completely abolish its enzymatic activity.
A possible involvement of a Lys residue in the endonuclease

catalytic mechanism has been proposed on the basis of
mutagenesis studies.102 In addition, Garcia-Moreno and co-
workers103,104 recently reported that the pKa values of Lys
residues are strongly influenced by the environment and can be
reduced up to 5.3, while Arg residues always retain their
positive charge. Computational studies also suggested that Lys
residues might act as acidic residues during catalysis.14,105 Thus,
we also explored an alternative reaction path in which Lys93
acts as a proton shuttle (Figure 4a)99 in the phosphorane
decomposition step (path D).

In this case US calculations using as CV the distance between
Lys93@NzH and OP1@T1 (CV5; Figure S5 in the Supporting
Information) report a ΔF⧧TSIId value of 16.8 ± 0.8 kcal/mol
and a ΔF value between 2d and 3d of ∼1 kcal/mol (Figure S12
in the Supporting Information). After step IId a biprotonated
phosphorane intermediate was formed (3d in Figure 4).
Considering the peculiarity of this molecular species, already
described by Elsasser and Fels in ribonuclease H,39 we tested its
stability by unbiased QM/MM MD simulation of 50 ps. This
species was stable over the entire simulation time, with the
distances between O3′@T1 and P@T1 and between O@WatR
and P@T1 being 1.69 ± 0.04 and 1.57 ± 0.03 Å, respectively.
For the sake of completeness, we have also considered the

possibility after WatR is preactivated as in step Ic, Lys93 may
protonate the OP1@T1 (IIe), followed by the nucleophilic
attack of the hydroxide, which therefore could occur on the
resulting protonated phosphate group (IIIe) (path E; Figure
4b).
As reported above, the binding of a free OH− from the bulk

to the vicinity of the active site or to Mg2+ is the most likely
process (step IcDPB/C or step IeDPB/C). Instead, Lys93
deprotonation attained a ΔF⧧TSIIe value of 16 ± 0.4 kcal/mol,
which is very similar to the value calculated for step IId (Figure
S13).
The ΔF⧧TSIIIe value for the nucleophilc attack of the

hydroxide (IIIe) on a protonated phosphate was 7.4 ± 0.2
kcal/mol (Figure S14 in the Supporting Information). The last
two reactions were exothermic by ∼−29 kcal/mol.
We then investigated the proton transfer from OP1-H to

O3′@T1, which is common to both paths D and E (IIId,
Figure 4) using as CV the distance between T1@OP1-H and
O3′@T1 (CV6; Figure S6 in the Supporting Information). In
this case the ΔF⧧ value is 22.3 ± 0.5 kcal/mol and the ΔF value
between 3d and 4d is −13.3 ± 0.2 kcal/mol (Figure S15 in the
Supporting Information). This proton transfer results in a
breakage of the O3′@T1 to P@T1 bond, leading to the
formation of the final product. However, this barrier is higher
that that of the rate-determining step measured experimentally,
suggesting that the mechanism in which a protonated Asp89
induces phosphorane decomposition may be more viable. This
latter process is the final step of paths A−C.

■ SUMMARY AND CONCLUSIONS

In an alternative to QM(DFT)/MM studies which have been
extensively used in the characterization of biological sys-
tems,25,29,33 we applied AM1/d-PhoT based QM/MM

Figure 8. Graphical representation of the structure of reactant (3a, A), transition state (TSIIa, B), and product (4a, C) for proton transfer from
Asp86-OH to the leaving oxygen of the phosphorane. Active site residues are depicted as sticks and are colored by atom type; Mg2+ ions are shown
as magenta vdW spheres. Nonpolar hydrogens are omitted for clarity.
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simulations to completely characterize the enzymatic mecha-
nism of the hFEN1 reaction. This method has been proven to
provide reaction free energies within few kilocalories per mole
with respect to DFT calculations in biosystems promoting
phosphate hydrolysis,43,65,106 representing therefore a valid
alternative to the more computationally expensive DFT/MM
calculations when detailed experimental structural information
about a reactive Michaelis complex is lacking, as in the present
case. This method allows, in fact, a longer sampling of possible
reactive adducts and transition states; most importantly, due to

its moderate computational cost, this method allows the
exploration of several possible alternative reaction paths within
an affordable computational computational cost and time.
Although a recent study debates the accuracy of AM1/d in
determining either reaction free energy barriers or in
determining the cooperativity/consequentiality of chemical
events in biocatalysis,41 there are successful examples of the
application of this methodology to enzymatic systems.43,65 To
support our findings, here we observe the same order of events
occurring in the reaction mechanism proposed for RNaseH,

Figure 9. Sketch of the different reaction paths investigated here. ΔF and ΔF⧧ (kcal/mol) are reported with respect to the preceding stable
intermediate. (a) Water performs the nucleophilic attack. Black lines refer to path A, green to path B, and blue to path D. In the black path 2a and 3a
are not connected, as they differ in the protonation of Asp86. (b) A preactivated nucleophile performs the nucleophilic attack. Magenta and orange
lines refer to deprotonation path A and path B/C, respectively. TSICDPB/C refers to the free energy of water dissociation as estimated
experimentally.89 The red line refers to path E. Steps Ic and Ie are the same. For path C the final step is the same as that of paths A and B. Energy
values refer to the intermediate preceding each state considered.
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with free energy barriers in good agreement with experimental
data and with previous DFT studies.14

Our theoretical description of the system in combination
with enhanced sampling and free energy calculations gathered
for the first time insights on a reactive FEN1/dsDNA complex
and most notably an atomistic and energetic characterization of
most viable catalytic paths (Figure 9), which is fully consistent
mechanistically and energetically with the recent proposed
mechanism of RNAase H enzymes, pinpointing common
mechanistic features between RNA and DNA endonuclease
enzymes.14

In particular, the free energy values obtained for the different
paths suggest that the initial nucleophilic attack occurring
simultaneously with WatR deprotonation is the likely the rate-
determining step of the enzymatic cycle reaction with an
estimated ΔF⧧TSIa value of 16 ± 2 kcal/mol, in good agreement
with the data reported by Grasby and co-workers (kcat ≈ 10 s−1

and ΔG⧧ = 16.1 kcal/mol),11,107 as well as with other
theoretical studies of RNase H.13,14 In addition, the reaction
mechanism (path C) involving the nucleophilic attack carried
out by a preactivated nucleophile cannot be ruled out (ΔF⧧TSIIc
= 7.4 ± 0.2 kcal/mol). In fact, it is likely that a free hydroxide
ion coming from the bulk can deprotonate the nucleophilic
water or simply replace it in barrierless processes, with a large
overall energy gain of ΔFIc(DPB/C) = −12.3 (DFT), −17.1 kcal/
mol (AM1-dPhoT), although in this case the process will be
kinetically controlled by water autodissociation.
Our study discards instead the internal proton transfer from

the attacking water molecule to the apical oxygen of the scissile
phosphate (path B) (ΔF⧧TSIb = 33.0 ± 2.6 kcal/mol), as well as
the spontaneous decomposition of the phosphorane inter-
mediate.13

A direct involvement of Lys93 having in the catalytic
mechanism seems unlikely, as step IIId requires a high free
energy barrier (ΔF⧧TSIIId = 22.3 ± 0.5 kcal/mol). Lys93,
pointed out as being important for enzymatic activity, most
likely stabilizes the negative charge forming at the TS, during
formation of the phosphorane intermediate. However,
considering the level of theory of accuracy of this theoretical
description applied here,41 we cannot completely rule out this
possible alternative path. Joint experimental and higher level
theoretical efforts should be performed in the future to further
validate the most likely enzymatic path proposed here. Due to
the importance of FENs in cell proliferation, for maintaining
nucleic acid fidelity, and in turn for cancer risk, these enzymes
are potential targets for therapeutic intervention.108 FEN1 is
also a powerful tool for serial invasive signal amplification
reactions to form sensitive detection assays for DNA and RNA,
which have applications for single nucleotide polymorphism
detection.10,108 As such, the atomistic level characterization of
its enzymatic mechanism provided by this study has broad
implications for life sciences, cellular and molecular biology,
drug design and discovery purposes, as well as biotechnological
applications.10
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(41) Mlyńsky,́ V.; Banaś,̌ P.; Šponer, J.; van der Kamp, M. W.;
Mulholland, A. J.; Otyepka, M. J. Chem. Theory Comput. 2014, 10,
1608−1622.
(42) Imhof, P.; Noe,̀ F.; Fischer, S.; Smith, J. C. J. Chem. Theory
Comput. 2006, 2, 1050−1056.
(43) Nam, K.; Cui, Q.; Gao, J.; York, D. M. J. Chem. Theory Comput.
2007, 3, 486−504.
(44) Laio, A.; Gervasio, F. L. Rep. Prog. Phys. 2008, 71, 126601.
(45) Barducci, A.; Bonomi, M.; Parrinello, M. Wiley Interdiscip. Rev.
Comput.l Mol. Sci. 2011, 1, 826−843.
(46) Laio, A.; Parrinello, M. Proc. Natl. Acad. Sci. U. S. A. 2002, 99,
12562−12566.
(47) Torrie, G. M.; Valleau, J. P. J. Comput. Phys. 1977, 23, 187−199.
(48) Kas̈tner, J. Wiley Interdiscip. Rev. Comput.l Mol. Sci. 2011, 1,
932−942.
(49) Abrams, C.; Bussi, G. Entropy 2013, 16, 163−199.
(50) Spiegel, K.; Magistrato, A. Org. Biomol. Chem. 2006, 4, 2507−
2517.
(51) Colombo, M. C.; Guidoni, L.; Laio, A.; Magistrato, A.; Maurer,
P.; Piana, S.; Rohrig, U.; Spiegel, K.; Sulpizi, M.; VandeVondele, J.;
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